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Abstract We present a new performance model based

on the roofline concept for the analysis and performance

prediction of distributed computing clusters. The back-

ground for our performance modeling is the 28 km In-

finiBand interconnection between two bwGRiD clus-

ters each consisting of 140 compute nodes in day-to-

day production use. The model is used to analyze the

MPI performance of inner-cluster communication com-

pared to inter-cluster communication. We compare the

new modeling results to our earlier stochastic model

[RHKK2010] where we could give an estimate on the

bandwidth requirements for doubling the performance

of an application (LinPack in the simplest example).

We will derive some bounds for the size of regions in a

cluster and the scaling of the maximal speed-up for the

region-region-interconnected network.

Keywords performance model · performance predic-

tion · inter-cluster communication · roofline model

1 Introduction

In [2,3] we presented a stochastic model to analyze and

predict performance of distributed computing clusters.

In this paper we will present a new model based on

the roofline concept [19,20]. The performance modeling

was inspired by the requirements to operate two grid
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clusters over a distance of 28 km as a single compute

resource. We wanted to choose between two options:

allowing applications to span over the long distance in-

terconnect or to restrict applications to run on one side

only. Although there are applications like Monte Car-

lo simulations with low communication requirements,

some others, like LinPack, have higher communication

requirements. With our model we could predict, that

the bandwidth between the remote clusters will always

be too low (under given budgetary constraints) to run

communication intensive applications across two sites.

Given this insight we set-up the batch system so that

all jobs will run completely on one side only.

With the new model, not using any stochastic tools,

we attempt to reach the same performance prediction

figures. As the two clusters will have to be replaced

in 2013 we attempt to use the new model for ques-

tions arising from the sizing of the new cluster. For

example, how many nodes / CPUs / cores would be

optimally within one ‘island’ (a region with fully-non-

blocking InfiniBand interconnection), or is there a lower

bound for such a number, or what will be the maximally

expected speed-up depending on the configured band-

width between ‘islands’ respectively the long distance

interconnection.

1.1 Related work

The performance of InfiniBand for SAN and WAN clus-

ter connections has been studied in [13], [15] and [16].

Our performance modeling is based on the Linpack

benchmark with its specific computational workload

and communication patterns. For the study of other

application workloads in a wide area setting see for ex-

ample [6] or [14]. The previous stochastic model has
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also been applied successfully to (distributed) Web ap-

plications [17,18]. Further related work is mentioned in

the paper as required.

1.2 Outline

In Section 2 we introduce the bwGRiD cooperation and

infrastructure. Section 3 presents our new performance

model and discusses advantages over the old stochastic

model and the application to bwGRiD. Finally Section

4 draws some conclusions.

2 Distributed bwGRiD clusters

In this section we summarize the background for our

performance modeling. We focus only on the aspects

which are needed in the understanding of the rest of

the paper. Other aspects, like operating and adminis-

tration considerations are discussed in [4,5]. This sec-

tion contains summaries and revised parts of [3].

Part of the German grid activities (D-Grid Initia-

tive1) is a community project of the universities of Ba-

den-Württemberg (BW) bwGRiD2. It consists of com-

pute clusters at the universities in Stuttgart, Ulm (to-

gether with Konstanz), Karlsruhe, Tübingen, Freiburg

and Mannheim together with Heidelberg. Besides lo-

cal storage at each site, there is a central storage unit

in Karlsruhe. The funding requires all sites to provide

access to all D-Grid virtual organizations (VOs) by at

least one middle-ware from the supported D-Grid soft-

ware stack. So bwGRiD architecture is a distributed

system with local administration by the IT-Centers of

each university.

The objectives of the bwGRiD project are verifying

the functionality and the benefit of Grid concepts for

the HPC community and learning how to manage or-

ganizational and security problems. The project should

further develop new cluster and grid applications, solve

license difficulties and enable the computing centers to

specialize for certain application areas relevant to their

home university. To improve resource utilization and

application support, each cluster is configured to allow

a transparent use for all users (from all universities and

VOs).

2.1 Hardware

The hardware consists of 10 bladecenters in Heidelberg

and 10 bladecenter in Mannheim. Each bladecenter con-

tains 14 IBM HS21 XM blades and each blade contains

1 www.d-grid.de
2 www.bw-grid.de

– 2 Intel Xeon CPUs, 2.8 GHz

– each CPU with 4 Cores

– 16 GB Memory

– 140 GB Hard Drive (since January 2009)

– Gigabit-Ethernet (1 Gbit)

– InfiniBand Network (20 Gbit)

This makes a total of 1120 CPU cores on each side.

Fig. 1 Obsidian Longbow interconnection

The concept for a tight interconnection of the two

clusters in Heidelberg and Mannheim was developed in

2008 and was finally operational in mid 2009. The main

technical part is InfiniBand over Ethernet over fibre op-

tics which is provided by the Longbow adapter from

Obsidian (see figure 1, [9]). This adapter has an Infini-

Band connector (black cable) and a fibre optic connec-

tor (yellow cable) and does the packaging of the Infini-

Band protocol within optical Ethernet. The theoreti-

cal bandwidth is 10 Gbit/sec for the Obsidian and 20

Gbit/sec for a single InfiniBand connection. The univer-

sities already had a dark fiber connection between the

two IT-centers which was used for (file) backup and fast

campus connection up to then. An additional compo-

nent from ADVA had to be used for the transformation

of the white light from the Longbow to one color light

transmitted over the dark fibre. Neglecting the costs for
the existing dark fibre the interconnection costs about

150 TEUR.

2.2 Performance

The MPI performance over such an interconnection is

shown in figure 2. Our measurements find a latency for a

local (inner cluster connection) of∼ 2 µsec and 145 µsec

over the interconnection to the other site. The band-

width is 1400 MB/sec local and 930 MB/sec over the

interconnection. For message sizes of 109 byte the re-

mote bandwidth is 50 % lower than the local value. For

smaller message sizes, the situation is worse. In sum-

mary our experiences with the interconnection network

are as follows.

– The cable distance from Mannheim to Heidelberg is

28 km (18 km linear distance in air). So the light

needs at least 143 µsec for this distance, according

to a refractive index of 1.53 in SiO2 (see [21]).
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– The latency is high: 145 µsec = light transit time

+2µsec compared to a local latency of only 1.99 µsec

point-to-point.

– The bandwidth is as expected: about 930 MB/sec

over the interconnect compared to the local band-

width of 1200-1400 MB/sec between two nodes. The

theoretical bandwidth is 20 Gbit/sec for a single

InfiniBand connection and 10 Gbit/sec for the long

distance.
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Fig. 2 MPI latency and bandwidth Mannheim-Heidelberg

2.3 Operating Considerations

As cooperating IT-Centers we have to operate the bw-

GRiD clusters for the HPC users at our universities

and scientists from virtual organizations in Germany.

To minimize system administration we descided to run

both clusters as single system image. This implied a

fast InfiniBand interconnection to access the two par-

allel Lustre filesystems on both sides for jobs running

on some side. The filesystems have been connected with

the InfiniBand interconnection because the ethernet in-

terconnection was too slow (1Gbit shared for 14 nodes).

Under these constraints it was not clear if we should

allow jobs with node numbers greater than 140 or to

improve through-put to allow jobs to run on nodes on

both sides. There are perfectly scaling codes, which

could profit from nodes connected with different com-

munication bandwidths (e.g. Monte Carlo simulations).

However, we decided to take a conservative approach

and first check how other applications would perform

in such a situation. As an application with higher in-

terconnection bandwidth requirements we looked into

the LinPack benchmark. The findings of this and earlier

papers indicated that it is not advisable to allow jobs

spanning nodes on both sides under a 10Gbit/s connec-

tion and that is not feasable to buy enough bandwidth

to allow at least Linpack to run optimally. So in order

to avoid bad user experience with poor scaling appli-

cations we decided to keep all nodes of a job on one

side.

One question for the next generation system is if

the expected new bandwidth will allow the execution

of jobs running on both sides. We will try to answer

this question at least for LinPack and if time permits

for other applications.

2.4 Next generation bwGRiD

The current bwGRiD clusters will reach five years of

operation time in 2013. So the performance of the hard-

ware will be no longer competitive and will have to be

replaced. For the next generation of bwGRiD hardware

we expect the following performance figures

– expected bandwidth of 56 Gbit/s for InfiniBand be-

tween two nodes

– expected bandwidth of 450 Gbit/s (as 8×56 Gbit/s)

for inter cluster communication at one ‘side’

– expected bandwidth of 160 Gbit/s (as 4×40 Gbit/s)

for the longer distance between the sites

– the maximal possible bandwidth will be 480 Gbit/s

(as 12×40 Gbit/s) limited by dark-fiber technology

and the existing cables.

3 Performance Modeling

This section describes a simple and transparent model

for the analysis of a distributed homogenous architec-

ture, such as two sites in Heidelberg and Mannheim –

interconnected by InfiniBand.

In two earlier publications [2,3] we presented some

good results in performance predictions by a stoch-

astic approach. Indeed most of applications in High

Performance Computing (HPC) are straight-on and the

stochastic method seems not to be the appropriate tool.

In order to avoid these complications we propose a

new approach, based on the ideas of MultiCore-Ana-

lysis by Williams, Waterman and Patterson [19] and

the work of Hill and Marty [20]. The reasons for ap-

plying these concepts are the analogy of MultiCore-

Systems and homogenous clusters. Our model describes

two cluster regions I1 and I2, each with n CPUs (nodes

/ cores) and each CPU with a theoretical arithmetic

performance lth [GFLOP/sec]. The interconnection of

the CPUs in a single region has a bandwidth bI [G-

Byte/sec], the bandwidth between the two regions will

be bE [GByte/sec]. The load consists of a number of

arithmetic operations #op and the data #b, measured

in bytes.

3.1 Analysis of a single Region

First we discuss the model of single region I1 or I2. The

total time tv for the load (#op, #b) will be split up in
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Fig. 3 Throughput for additive (green) and overlapping (red)
concepts.

two phases computation tR and communication tC and

we calculate

tR ∼
#op

d
and tC ∼

#b

bI
. (1)

d is the throughput of the cluster region. The total

time tV can be computed by simple addition tR+ tC or

by max(tR, tC) in the case of overlapping phases:

tV ∼

{
#op
d + #b

bI
additive

max
(

#op
d , #b

bI

)
overlapping

(2)

We do not know the real throughput d, but we know

the theoretical value dth and replacing d by dth we get

tV ≥


#op
dth

(
1 + #b

bI
dth

#op

)
additive

#op
dth

max
(

1, #b
bI

dth

#op

)
overlapping

(3)

by some simple algebraic manipulations. Introduc-

ing the arithmetic intensity a = #op/#b [19], and the

variable a∗ = dth/bI , it follows for the real throughput

d with the dimensionless parameter x = a/a∗

d ≤
{
dth x

x+1 additive

dth min(1, x) overlapping
(4)

The shape of the functions x/(x+ 1) and min(1, x)

is shown in Fig. 3 which favourites clearly the over-

lap of communication and computation. In order to be

more realistic we prefer the additive case in our further

analysis.

The explicit dependance from the number n of CPU-

s with throughput lth and the bandwidth bI is hidden in

the dimensionsless parameter x. Therefore we elaborate

with dth = n · lth

x =
a

a∗
=

#op

#b
· b

I

dth
=

1

n
· #op

#b
· b

I
0

lth
· b
I

bI0
=
x′ · z
n

(5)

Further we define x′ = (#op/#b) · (bI0/lth) and z =
bI

bI0
where bI0 represents a reference bandwidth. The re-

sult for the throughput is

d ≤ lth
x′z

1 + x′z
n

→ (x′z)lth

∣∣∣∣
n→∞

(6)

and for the speed-up

Sp =
d(n)

d(1)
=

1 + x′z

1 + x′z
n

→ 1 + x′z

∣∣∣∣
n→∞

(7)

The last limit suggests a constant shape of Sp and

therefore a decreasing efficiency Sp/n → 0 with n →
∞, reflecting Amdahl’s law (strong scaling). Figure 4

shows the behavior of Sp for different values x′ and z

(increasing bandwidth).

Since x′ depends on problem size, we observe a sim-

ple scaling by variation of z (bandwidth). From further

interest is n1/2, the number of CPUs which guarantees

half of the theoretical performance, a simple calcula-

tion results in n1/2 = x′z, which shows the same scal-

ing. n1/2 may be a parameter to estimate a lower

bound for the number of CPUs in a single region

– dedicated to the same class of applications and char-

acterized by x′ or a = #op/#b.

3.2 Analysis of two interconnected Regions

In this second step we discuss an application running on

two homogenous cluster regions I1 and I2, supposing a

symmetric distribution. That means in each region we

have the same part (#op/2,#b/2) of the total load. Our

strategy in order to determine the throughput and the

speed-up is quite similar to the previous section 3.1 –

also we restrict ourselves to the additive case.

Let #x the number of bytes exchanged between

the two regions, bE the bandwidth of interconnection

and t
(1)
V the total time for the load (#op/2,#b/2) in

one region. It follows tV ∼ t
(1)
V + #x/bE , in which the

term #x/bE summarizes the communication time be-

tween the two regions. With the arithmetic intensity

a = (#op/2)/(#b/2) and a∗ = dth/bI we get for the

total time tV

tV ≥
(#op/2)

dth

(
1 +

a∗

a

)
+

#x

bE

=
#op

2dth

[
1 +

a∗

a
+ 2

dth

bE
#x

#op

]
(8)
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Fig. 4 Speed-up Sp for different values x′ and z.

and finally for the throughput

d ≤ 2dth
1

1 + a∗

a + 2d
th

bE
#x
#op

(9)

With the replacements dth = n · lth, x = a/a∗ =

x′/n, x′ = (#op/#b)/(lth/b
I) and the rewriting

y =
#op

#x
· b

E

2dth
=

1

2
· 1

n
· #op

#b
· b

I

lth
· #b

#x
· b
E

bI

=
1

2

x′

n

(
#b

#x

)(
bE

bI

)
(10)

y′ =
1

2
x′
(

#b

#x

)(
bE

bI

)
(11)

Fig. 5 Speed-up Sp2 for z′ = 1 and different values of x′.

follows

d ≤ 2n lth
1

1 + 1
x + 1

y

= 2lth
x′y′

x′ + y′ + x′y′

n

(12)

Taking account that the interconnection is a shared

medium, we have to substitute bE → bE/p(n), in which

p(n) is the number of communicating CPUs. Therefore

we have to modify the previous expression

d ≤ 2lth
x′ y

′

p

x′ + y′

p + x′y′

n·p
= 2lth

x′y′

px′ + y′ + x′y′

n

(13)

and can calculate the speed-up

Sp2 =
x′ + y′ + x′y′

p(n)x′ + y′ + x′y′

n

→ 0

∣∣∣∣
n→∞

(14)

presumed that p(n) is a monotone increasing func-

tion of n, an assumption which is reasonable. In Fig. 5

we show the behavior of Sp2 for some values of x′, y′

and p(n) = α · n with α = 1/20.

The expression for Sp2 and the shape of the func-

tion in Fig. 5 suggests the existence of a maximum,

determined by (dSp2(n)/dn) = 0

dp(n)

dn
x′ − x′y′

n2
= 0⇒ n2E ·

dp(n)

dn
= y′ (15)

If we know p(n), such as p(n) = α·n with 0 < α < 1,

Eqn. 15 can be solved easily. The result is nE =
√
y′/α

and the maximum of speed-up behaves like

Sp2(n = nE) =

√
y′

α
· 1 + x′ + x′/y′

1 + x′ +
√

y′

α

(16)

The value of nE may be an realistic estimation of

the optimale size of a region (for a fixed class of
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Fig. 6 Speed-up Sp2 for x′ = 100 with increasing bandwidth
z′.

applications, characterized by the parameter x′). Ac-

cording section 3.1 we can calculate n1/2 by d(n =

n1/2) = (1/2) · 2 · n · lth, which results in the equa-

tion n1/2 · p(n1/2) + (y′/x′) · n1/2 − y′ = 0, which is a

simple quadratic type.

Much more interesting is the discussion of Eqn. 14

in the focus of the application and the interconnection

bandwidth. We refer to Eqn. 11, defining r = #b/#x

and z′′ = bE/bI , then for the speed-up follows

Sp2 =
2 + (1 + x′)(rz′′)

2p(n) + (1 + x′

n )(rz′′)
(17)

Inspecting this, we will observe that an increasing

bandwidth z′′ > 1, represents a scaling of the data #b

and vice versa. That is the reason why we introduce

z′ = r · z′′ as a new scaling variable, which implies

Sp2 =
2 + (1 + x′)z′

2p(n) + (1 + x′

n )z′
≤ x′z′

2p(n) + x′z′

n

(18)

Figure 6 shows the behavior of the approximation,

like the corresponding speed-up in Sect. 3.1. But re-

member that in the definition of z′′ = bE/bI the inter-

nal bandwidth is now the reference bandwidth bI0.

In the context of a qualitative discussion we un-

derstand better the scaling in the external bandwidth

bE(z′) if we compute Sp2(n = nE) at the maximum.

The calculation is straight-forward and has a little bit

crowdy result. But it is possible to derive a very good

approximation

Sp2(n = nE) ∼ x′

1 + 2
√

2αx′

z′

(19)

Fig. 7 Max. Speed-up Sp2 by variation of bandwidth zs = z′.

for the exact formula. Increasing z (bandwidth bE)

implies a monotone growth of the maximal speed-up

(Fig. 7), but the effect is not linear.

If we fix z′0 and ask for an z′, which doubles Sp2(z′0)

we get√
z′

z′0
=

4
√

2αx′

z′0

2
√

2αx′

z′0
− 1

(20)

Using the approximation in Eqn. 18 directly yields

z′ = 4z′0, which is very inaccurate.

3.3 Modeling bwGRiD

Now we will apply our results from Section 3.1 and Sec-

tion 3.2 on real configurations, summarized in Section 2

and described in [1,5] in detail. The two sites/regions

consists of 2× 140 nodes (with 8 cores per node; core=cpu)

interconnected by InfiniBand over Ethernet.

The relevant data of the hardware are

– lth = 8.5 [GFLOP/sec] for a core

– bI = 1.5 [GByte/sec], bI0 = 1.0 [GByte/sec]

– bE = 1.0 [GByte/sec]

For the load we choose LinPack with the problem

size np = 10000, 20000, 30000, 40000:

#op ∼ 2

3
n3p and #b ∼ 2n2p · w (21)

w represents the number of bytes per word (w = 8).

The arithmetic intensity is a = #op/#b = np/(3 ·w) =

np/24 and the parameter a∗ = lth/b
I = 8.5/1.5 =

17/3 < 6. Hence it follows x′ = a/a∗ = np/136 and
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we can realize our model for a single region Sp = (1 +

x′z)/(1 + x′z/n) = (1 + npz/136)/(1 + npz/(136n))

(Fig. 8), which agrees very good with the empirical

data, choosing z = 1 (higher values imply a simple scal-

ing of np).

In the case of two interconnected regions we use

Eqn. 17 and Eqn. 18 of Sect. 3.2 Sp2 ≤ x′rz′/(2p(n) +

x′rz′/n). The value of the parameter x′ remains, z′ =

bE/bI = 2/3 describes the influence of interconnection.

Further we need r = #b/#x, with the pessimistic as-

sumption #x = 0.5n2p it follows r = 4. The number p(n)

of communicating nodes will be a monotone function in

n, we choose p(n) = α · n with 0 < α < 1, which is a

free parameter. With α = (1/30)...(1/20) we get a very

good correspondence with the measured data (Fig. 9).

In order to estimate the influence of a higher band-

width bE , we fix np = 40000 and vary z = 2/3...16/3

(Fig. 10).

The doubling of maximal speed-up by changing the

bandwidth is calculated by Eqn. 20. With α = (1/20),

Fig. 10 Speed-up bwGRiD1 for two regions and varying
bandwidth bE .

Fig. 11 Speed-up in bwGRiD1&2 for one and two regions
with np = 40000.

np = 40000, z′0 = 8/3 and x′ = np/136 follows z′/z′0 =

11/2. That means we have to increase the intercon-

nected bandwidth bE by a factor of 5.5 to achieve our

goal.

The same procedure will be needed to estimate the

performance of the bwGRiD2, which will be implement-

ed in the future – data are

– lth = 10− 16 [GFLOP/sec] per core

– bI = 6.0 [GByte/sec], bI0 = 1.0 [GByte/sec]

– bE = 15 [GByte/sec]

It follows a∗ = 15/6, x′ = (np/60), z = 15/6 with

lth = 15 [GFLOP/sec]. We compare the cases of 1 and

2 regions in the bwGRiD1 and bwGRiD2 at np = 40000

(Fig. 11). As long as the ratio bI/bE remains constant,

it is not important, if we take theoretical or real values

for the bandwidths.

The calculation in one region only, shows for the bw-

GRiD2 an ideal linear speed-up with n < 1500, anyway

remains the asymptotic behavior Sp(n → ∞) = const.

Running LinPack over two regions we get a factor of 3
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in favour of bwGRiD2, due to the better values of the

performance parameters lth, bI and bE , the asymptotic

behavior Sp2(n→∞) = 0 does not change.

4 Conclusions

The presented analysis of homogenous cluster systems

without any stochastic tools via a modification of the

roofline model shows some simple and insightful results.

We can describe throughput and speed-up by 2− 3

dimensionless scaling variables, which summarize all

important hard- and software-oriented characteristics.

In a qualitative context we can reproduce the empiri-

cal data (LinPack measurements) of the bwGRiD1 and

can produce further a reliable performance prediction

for the future bwGRiD2. Furthermore we are able to

derive some bounds for the size of regions in a cluster,

depending of the scaling variables of application (x′)

and bandwidth (z,z′). From special interest is the scal-

ing of the maximal speed-up. For doubling its value at

the fixed bandwidth z′0 we find that the new bandwidth

z′ must fulfill the condition z/z0 ∼ (2+W/
√
W )2, with

W = 2×α×x′/z′0 (see section 3.3) – this will be an im-

portant parameter for the configuration of the region-

region-interconnected network.

But a detailed analysis is still missing, which focuses

on the original roofline model for the multicore-nodes

and on inhomogeneous clusters with asymmetric load

distribution. This will be considered in future investiga-

tions, including applications like Matrix-Matrix-Multi-

plication (MMM) or Fast-Fourier-Transform (FFT).

Acknowledgments

We thank our colleagues Rolf Bogus, Hermann Lauer

and Steffen Hau as well as the bwGRiD team for the

help in the construction and operation of the interest-

ing hardware and the optimization of the connection,

which is the basis for this paper. One of the authors,

H.G. Kruse, thanks LBNL/Berkeley for the hospital-

ity during a research visit. The inspiring and exciting

atmosphere favored the becoming of this work.

bwGRiD is a Member of the German D-Grid initia-

tive and is funded by the Ministry of Education and

Research and the Ministry for Science, Research and

Arts Baden-Württemberg.
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